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Abstract—Federated learning (FL) provides a promising way to train a machine learning model among mobile devices without collecting their raw data to a central node. During training, proper devices are selected to participate in the training process to avoid model unfairness. In a mobile edge network, participant selection must be considered together with three factors: non-iid datasets possessed by devices, tunable local iterations on devices, and radio resource allocation to counter the impact of time-varying channel conditions on parameter transmissions. Since datasets of devices are given, to ensure model fairness and achieve fast convergence in the FL training process, participants, local iterations, and radio resources must be scheduled jointly in each iteration of FL training. In this paper, the joint scheduling problem is analyzed and formulated. Since it is NP-hard, a heuristic scheduling method called PALORA is designed to conduct joint scheduling of participants, local iterations, and radio resources. PALORA consists of three sequentially interactive function blocks: 1) a pointer network embedded deep reinforcement learning method to select participants, 2) an estimation algorithm to determine the numbers of local iterations, and 3) a breadth-first search method to allocate radio resources to the selected participants. PALORA is evaluated via extensive simulations based on real-world datasets. Results show that it significantly outperforms benchmark approaches.
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1 INTRODUCTION

Recent years have witnessed an explosive growth of Internet of Things (IoT) devices. The data collected by IoT devices are usually analyzed using machine learning (ML) techniques, especially deep neural networks (DNNs) [1], to find the insights buried in data. Usually, to train an ML model with high test accuracy, massive training data are necessary. However, sending raw data from IoT devices to a central node results in expensive communication cost and loss of data privacy. To avoid these problems, a new ML paradigm called federated learning (FL) is proposed recently [2]. Its framework is shown in Fig. 1, where IoT devices and an edge server iterate to train an ML model collaboratively. During training, only parameters of local models at IoT devices are sent back to the edge server. Furthermore, differential privacy can be adopted to prevent the edge server from inferring private information from the model parameters [3]. With these benefits, FL has been widely applied in IoT scenarios, like smart home [4] and electric vehicle networks [5].

FL is naturally suitable for mobile edge networks, where mobile IoT devices, e.g., connected vehicles (CVs), connect to an edge server collocated with a base station (BS) to maintain collected data for FL model training. FL over cellular networks was proposed as a study item by the 3rd generation partnership project (3GPP) [6]. However, compared with FL conducted in a cross-silo manner (e.g., hospitals or banks as participants), FL conducted over mobile networks is confronted with the problem that the connections between IoT devices and an edge server are intermittent, due to the movement of IoT devices. Simply selecting all connected devices in the training process will lead to model unfairness after training, i.e., test accuracies vary a lot among different devices, since the contributions of devices to the global model are different. Thus, mobile devices that can participate in each iteration of FL training must be selected properly to ensure model fairness.

Furthermore, participant selection is intertwined with three other common problems of FL, which is summarized in Fig. 2. First, datasets on devices are usually not independent and identically distributed (non-iid) and are in different sizes, which is verified to impact test accuracies of the FL model in different devices [7]. As the datasets are not adjustable, participant selection needs to handle such unequal-sized and non-iid datasets. Second, the number of local iterations in FL training is usually fine-tuned in each iteration so as to accelerate convergence of the FL training process [2], [8]. However, if a device conducts more local iterations than other devices during the entire training process, its local update contributes more to the global
The problem is proved to be NP-hard, which illustrates the complexity of joint scheduling of participant selection, determination of local iterations, and radio resources. To this end, a heuristic scheme is designed to conduct joint scheduling of participants, local iterations, and radio resources. To tackle this problem, the convergence criteria of the FL training with respect to key parameters involved in the joint scheduling problem is analyzed first. Moreover, fairness metrics are designed to measure the fairness of a converged FL model during training and testing, respectively. Afterwards, the joint scheduling problem is formulated to minimize the training time under the constraints of fairness, convergence, and radio resources. The problem is proved to be NP-hard, which illustrates the complexity of joint scheduling of participant selection, local iterations, and radio resources. To this end, a heuristic scheme is designed to conduct joint scheduling of participants, local iterations, and radio resources (PALORA) by leveraging theoretical results derived from the joint scheduling problem. PALORA consists of three function blocks. The first function block selects participants from mobile devices based on deep reinforcement learning (DRL) by treating unknown local iterations and radio resources as part of the environment. DRL is a promising method for combinatorial optimization [9], which it is enhanced in PALORA with several features: 1) A pointer network [10] is embedded in the DRL framework to handle the varying dimensions of the state space due to a different number of devices selected in different iterations; 2) an action amender is designed to skip bad experiences so as to accelerate training. With participants being selected, the second function block determines the numbers of local iterations based on parameters estimated online, while the third function block allocates radio resources to the selected participants via a breadth-first search (BFS) based algorithm.

The performance of PALORA is evaluated via two types of real-world datasets: vehicle trajectory datasets representing mobile devices and public datasets for training ML models. The simulation results demonstrate that PALORA outperforms the state-of-the-art approaches to achieve the goal of joint scheduling among participants, local iterations, and radio resources.

The following contributions are made in this paper:

- The problem that ensures fairness of FL models in mobile edge networks is first studied in this paper. The insights leading to model unfairness are revealed.
- Convergence criteria are analyzed to establish quantitative relationship between the convergence of an FL training process and key parameters such as participant selection and the number of local iterations. The process of training a fair FL model is formulated as a joint scheduling problem, and its complexity is further analyzed.
- A scheduling scheme called PALORA is developed to determine participants, local iterations, and radio resources in an iterative way. PALORA is validated against extensive simulations on real-world datasets.

The paper is organized as follows. In Section 2, the related work is reviewed. The system model is built in Section 3. Theories on training a fair FL model are derived in Section 4. The PALORA scheme is developed in Section 5. Performance evaluation is carried out in Section 6, followed by discussions of potential issues in Section 7. The paper is concluded in Section 8.

2 RELATED WORK

Many studies have focused on optimizing FL over wireless networks recently. The method proposed in [11], [12] leverages optimization methods to determine invariable participants, radio resources, and transmission power during the training process, such that the loss value of the global model can be minimized. The target of the solutions formulated in [13]–[15] is to minimize the training time for an FL model by determining the participants and their radio resource allocations. More specifically, in [13], [14], a neural network is designed to predict the parameters of local models of the participants failed in uploading, so as to alleviate the impacts of transmission failure. To further take the energy consumption into consideration, the solutions in [16]–[18] determine the transmission time, radio resource allocation, transmission power, and CPU resource allocation, for achieving the tradeoff between the training time and the energy consumption. Moreover, in [19], [20], the convergence of FL was analyzed and compared with different scheduling algorithms adopted for selecting participants. The scenario that edge servers cooperate to train an FL model is considered in [8], and the numbers of local iterations are determined so as to minimize the loss value within given a time constraint. The above work indeed addresses some problems in the scenario where FL models are trained in the network edge. However, they only targeted at the convergence of FL models. The fairness issue of mobile devices is not addressed. Moreover, the participants, the number of local iterations, and the radio resources for participants are never jointly selected to optimize training of FL models.

The enhancement of model fairness has attracted researchers’ interest recently. The basic idea of the scheme in [21] sets the weight of each local model when the
aggregation is conducted. The local model with a higher loss value is assigned with a higher weight to increase its impact on the global model. The same idea was also applied in a recent FL scheme, i.e., the agnostic FL [22]. Meanwhile, an equal probability of selecting devices as participants is guaranteed in [23] to eliminate the unfairness caused by different participants. These existing solutions cannot be directly applied in mobile edge networks. The methods of setting weights in [21], [22] are only effective when the participants are fixed during the whole training process. This is because the weights cannot be set to the devices that are not selected, and thus the performance on these devices can be poor. The solutions in [23] indeed take participant selection into account. However, due to non-i.i.d datasets and the changing numbers of local iterations during the training process, a simple equal selection probability cannot really ensure model fairness. Moreover, since devices have heterogeneous channel conditions, even participation for devices is not communication efficient.

As mentioned in [24], the data owned by the devices participating in distributed machine learning are usually non-i.i.d, which has been considered in several papers on federated learning. The work in [2] shows the test accuracy can still be high when the participants are randomly selected in each interval. The method proposed in [25] leverages Top-k sparsification to design an efficient communication protocol so that the amount of data transmission can be reduced in the case of non-i.i.d data. The scenario of semisupervised learning is targeted in [26], and swapping of local models among edge devices is enabled to tackle the weight divergence problem caused by non-i.i.d data. Different from the above existing work, we consider the scenario where devices are not always available to participate in training due to changing channel conditions. Meanwhile, we try to achieve the target of training a fair federated learning model (low variance of test accuracy among participants) by jointly selecting participants, determining the number of local iterations, and allocating radio resources.

3 SYSTEM MODEL

We consider a mobile edge network consisting of multiple mobile devices, a BS (can be 5G or WiFi), and an edge server connected to the BS. The mobile devices are equipped with various sensors to collect data. The training dataset and the test dataset are randomly sampled from the collected data. The size of the training data set is enough to prevent overfitting. Considering the different amounts of data collected by devices, corresponding amounts of computational resources are reserved to ensure a same time cost for training local models (e.g., 1 GHz CPU frequency for 100 MB data and 2 GHz CPU frequency for 200 MB data). The mobile devices are motivated to participate in FL training by incentive mechanisms [27], [28]. For the BS and the edge server, a collection of wireless resources and computational resources are reserved (e.g., via network slicing [29]) for collecting and aggregating the parameters of local models, respectively. To reserve computational resources of devices and the edge server, containers (a lightweight operating-system level virtualization technology widely applied in edge computing [30]) can be adopted, such that FL related processes are not suspended by the preemption of other applications.

In the following subsections, an overview of the FL procedure in a mobile edge network is first presented, followed by the details about local training and parameter transmission. The notations are summarized in Table 1.

### 3.1 FL Procedure over Mobile Edge Networks

The set of mobile devices willing to cooperate for training an ML model is denoted as $\mathcal{M}$. Each device $m \in \mathcal{M}$ possesses a local dataset $D_m$. The data distributions can be non-iiid. The target of FL is to train a global model with the parameter $\omega$ to minimize the loss value of the global model $F(\omega)$. For example, in linear regression, $\omega^T x$ indicates the predicted output, where $\omega$ are the parameters. $F(\omega)$ is the average loss value of all devices weighted by their dataset sizes [2], i.e.,

$$F(\omega) = \sum_{m \in \mathcal{M}} \frac{D_m |F_m(\omega)|}{\sum_{m \in \mathcal{M}} |D_m|},$$

where $|D_m|$ is the size of $D_m$, and $F_m(\omega)$ is the local loss function of device $m$. $F_m(\omega)$ is further defined as

$$F_m(\omega) = \frac{1}{|D_m|} \sum_{(x_j, y_j) \in D_m} f(\omega, x_j, y_j),$$

where $(x_j, y_j)$ is a data sample $(x_j$ is the input variable and $y_j$ is the label) in $D_m$ and $f(\omega, x_j, y_j)$ is the loss value of the ML model with parameter $\omega$ at data sample $j$. Examples of commonly-used loss functions [8], [20] are $\frac{1}{2} ||y_j - \omega^T x_j||^2$ (linear regression), $\log(1 + e^{y_j \omega^T x_j})$ (logistic regression), and $\frac{1}{2} \max\{0, 1 - y_j \omega^T x_j\}$ (linear SVM).

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}$</td>
<td>Set of devices for FL training</td>
</tr>
<tr>
<td>$\mathcal{M}_t$</td>
<td>Set of selectable devices at the $t$-th interval</td>
</tr>
<tr>
<td>$D_m$</td>
<td>Dataset of device $m$</td>
</tr>
<tr>
<td>$F_m(\cdot)$</td>
<td>Local loss function of device $m$</td>
</tr>
<tr>
<td>$F(\cdot)$</td>
<td>Global loss function</td>
</tr>
<tr>
<td>$J(\cdot)$</td>
<td>Loss function</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>The number of slots for a local iteration</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of local iterations at the $t$-th interval</td>
</tr>
<tr>
<td>$c_{m,i}$</td>
<td>Data transmission amount of device $m$ with an RB</td>
</tr>
<tr>
<td>$\sigma_{m,i}$</td>
<td>The binary indicator of participant selection</td>
</tr>
<tr>
<td>$S'$</td>
<td>The set of selection indicators</td>
</tr>
<tr>
<td>$\sigma_0$</td>
<td>The bandwidth of an RB</td>
</tr>
<tr>
<td>$\epsilon_{m,i}(\cdot)$</td>
<td>The binary indicator of allocating an RB</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>The set of RB-allocation indicators</td>
</tr>
<tr>
<td>$p_t$</td>
<td>TextcorrelationThe packet error rate used in the $t$-th interval</td>
</tr>
<tr>
<td>$\gamma_{m,i}$</td>
<td>The SNR of device $m$ in the $t$-th interval</td>
</tr>
<tr>
<td>$R$</td>
<td>The total number of RBs at a slot</td>
</tr>
<tr>
<td>$U$</td>
<td>The data amount for a participant to transmit</td>
</tr>
<tr>
<td>$Q_t$</td>
<td>The slots for communication in the $t$-th interval</td>
</tr>
<tr>
<td>$t_s$</td>
<td>The time of aggregation in the $t$-th interval</td>
</tr>
<tr>
<td>$T$</td>
<td>The total training time cost</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Step size of gradient descent (learning rate)</td>
</tr>
<tr>
<td>$\omega_{\text{tol}}(\cdot)$</td>
<td>The parameters of local model at device $m$</td>
</tr>
<tr>
<td>$\omega(t_s)$</td>
<td>The parameters of global model at the $t$-th interval</td>
</tr>
<tr>
<td>$\omega(T)$</td>
<td>The parameters of the final model after training</td>
</tr>
</tbody>
</table>
local iterations are conducted in an interval. The updated local model of participant $m$ (denoted as $\omega_m(t_{i-1} + nL\tau_0)$) in the $n$-th local iteration can then be expressed as the model parameters minus corresponding gradients, i.e.,

$$\omega_m(t_{i-1} + nL\tau_0) = \omega_m(t_{i-1}) + (n - 1)L\tau_0) - \eta \nabla F_m(\omega_m(t_{i-1} + (n - 1)L\tau_0)), \tag{3}$$

where $\nabla F_m$ denotes the gradient computed based on $D_m$. For each participant, the training process cannot be preempted thanks to the reserved computational resources by the containers. Hence, local training in an interval can complete within the duration of $N_iL\tau_0$ and the time of completion is $t_{i-1} + N_iL\tau_0$. Afterwards, the updated parameters are transmitted to the aggregator at the edge server (detailed in the next subsection).

With the parameters obtained from the participants, the aggregator updates the global model by performing the weighted average of participants' parameters in Step 4, i.e.,

$$\omega(t_i) = \frac{\sum_{m \in M} |D_m| s_{m,i} \omega_m(t_i)}{\sum_{m \in M} |D_m| s_{m,i}}, \tag{4}$$

where $s_{m,i}$ is a Boolean value to indicate whether device $m$ is selected in the $i$-th interval or not, and $\omega_m(t_i)$ represents the local model parameters of device $m$ at the end of the $i$-th interval.

### 3.3 Transmission of Model Parameters (Step 3)

In Step 3, model parameters are transmitted via a mobile edge network, e.g., 5G or 802.11 ax, where the multiple access scheme is built based on orthogonal frequency division multiple access (OFDMA). The basic resource unit that can be allocated to a device is a resource block (RB) that consists of a sub-channel (with bandwidth $\sigma_0$) in the frequency domain and a slot $\tau_0$ in the time domain. The number of sub-channels assigned to FL training is $B$, which is equal to the number of RBs in a slot.

For the uplink transmission of model parameters, starting from the next slot after local training ($t_{i-1} + N_iL\tau_0$), the RBs within $B$ sub-channels and $Q_i$ slots are reserved. Due to synchronized aggregation, the number of slots for all participants to complete transmissions in an interval, i.e., $Q_i$, depends on the last slot of all participants, i.e.,

$$Q_i = \max_{m \in M} (q_{m,i}), 1 \leq i \leq I, \tag{5}$$

where $q_{m,i}$ is the last slot of the RBs assigned to participant $m$. Within $Q_i$ slots and $B$ sub-channels, the allocation of an RB to a participant is denoted by a binary indicator $e_{m,i}(b,k)$ where $b$ is the index of sub-channel and $k$ is the index of slots. By allocating an RB to a device, the data transmission amount $c_{m,i}$ of a device is given as

$$c_{m,i} = \tau_0 \sigma_0 \log(1 + \gamma_{m,i}), \forall m \in M, 1 \leq i \leq I, \tag{6}$$

where $\gamma_{m,i}$ is the uplink signal-to-noise ratio (SNR) of device $m$ in the $i$-th interval. $\gamma_{m,i}$ varies across different intervals, but remains the same within an interval. Such a consideration is valid for two reasons. First, the coherence time of a vehicle moving with a low speed in the city is relatively large, e.g., more than 20 ms (two 5G frames).
according to some filed tests [31]. Second, the time duration of an interval in federated learning is usually within the coherence time (an example is shown in the simulation setup). To conduct radio resource allocation in such a time-varying channel, γ_{m,i} at the beginning of each interval can be measured, and then radio resources are allocated to participants accordingly.

The RBs allocated to each participant need to be large enough to ensure successful transmission of its model parameters and hyper-parameters. In the transmission, each packet can be lost with a packet loss ratio and the lost packet can be fast retransmitted via hybrid automatic repeat request (HARQ) [32] within a frame in 5G or next generation WiFi. Since the time duration between two consecutive intervals is usually within the coherence time, the packet error rate can be measured from the previous interval and utilized in the current interval. For the i-th interval, the number of RBs needed is then determined by taking into account packet error rate p_i and the data amount U of both model parameters and hyper-parameters, i.e., \frac{U}{1-p_i}. To this end, the required RBs that are allocated to participant m within q_{m,i} slots must satisfy that the amount of data transmitted in the RBs is larger than the total amount for a successful transmission, i.e.,

\[
q_{m,i} \sum_{k=1}^{B} e_{m,i}(b,k)c_{m,i} \geq \frac{U}{1-p_i}, \forall m \in M, 1 \leq i \leq I, s_{m,i} = 1.
\]

Meanwhile, each RB can only be allocated to a device, i.e.,

\[
\sum_{m \in M} e_{m,i}(b,k)s_{m,i} \leq 1, \forall b \in \{1,...,B\}, k \in \{1,...,Q_i\}.
\]

The time cost of Steps 2-4 in the i-th interval is composed of local training time and uplink transmission time, i.e.,

\[
t_i = t_{i-1} + N_i(L \tau_0 + Q_i \tau_0).
\]

The total training time T for an FL model is the sum of time for local training and data transmission, i.e.,

\[
T = \sum_{i=1}^{I} \tau_0(L N_i + Q_i).
\]

## 4 THEORETICAL STUDY OF THE JOINT SCHEDULING PROBLEM

In this section, the criteria for the convergence of an FL model trained in a mobile edge network are analyzed. The indexes of model fairness are designed for both testing and training. Based on the analysis and design, the problem of joint scheduling for minimizing the training time of a fair FL model is formulated to further guide the design of the joint scheduling algorithm.

### 4.1 Convergence Criteria

Although the convergence of FL has been analyzed in existing work [8], [20], such analysis does not take into account the interaction of the above factors. Hence, it cannot be applied to our problem.

The convergence is analyzed by calculating the gap between the loss value of an FL model trained in mobile edge networks and the loss value of the model if trained in a centralized manner with all participants’ datasets collected (denoted as the optimal model), i.e., \(F(\omega(T)) - F(\omega^*)\), where \(\omega^*\) denotes the parameters of the optimal model. Such a gap is denoted as the loss-value gap hereinafter.

To facilitate analysis, we give the following properties of the loss functions: 1) \(F_m(\omega)\) is convex; 2) There exists \(\rho > 0\) such that \(F_m(\omega)\) satisfies

\[
||F_m(\omega) - F_m(\omega_0)|| \leq \rho ||\omega - \omega_0||,
\]

for any \(\omega\) and \(\omega_0\) obtained during training (\(\rho\)-Lipschitz [33]); 3) There exists \(\beta > 0\) such that \(F_m(\omega)\) satisfies

\[
||\nabla F_m(\omega) - \nabla F_m(\omega_0)|| \leq \beta ||\omega - \omega_0||,
\]

for any \(\omega\) and \(\omega_0\) (\(\beta\)-smooth [33]). The above properties are also suitable for \(F(\omega)\) (can be proved by triangle inequality [8]). These properties are naturally suitable for loss functions of linear models. For non-linear models, the model-parameter space of their loss functions can also be divided into convex regions [34], where the properties are also valid. The effectiveness of the analysis on non-linear models will be verified via follow-up simulation results.

For any interval \(i\) and model parameters \(\omega\), we define the gradient divergence \(\delta_{m,i}\) by the following constraint

\[
||\nabla F_m(\omega) - \nabla F_i(\omega)|| \leq \delta_{m,i},
\]

where \(F_i(\omega)\) is the weighted sum of the loss function of selected participants, i.e.,

\[
F_i(\omega) = \sum_{m \in M} |D_m| s_{m,i} F_m(\omega) / \sum_{m \in M} |D_m| s_{m,i}.
\]

The average divergence is defined as the weighted sum of the gradient divergence \(\delta_{m,i}\) of selected participants, i.e.,

\[
\delta_i = \sum_{m \in M} s_{m,i} |D_m| \delta_{m,i} / \sum_{m \in M} s_{m,i} |D_m|.
\]

An auxiliary model with parameters \(v_i\) is defined for each interval. At the beginning of an interval, \(v_i(t_{i-1})\) is set to the global model \(\omega(t_{i-1})\) obtained in the previous aggregation. Afterwards, the model is trained in a centralized manner, i.e., conducting gradient descent on the dataset collected from selected participants and updating the model parameters for each iteration. Formally, \(v_i(t_{i-1} + nL \tau_0) = v_i(t_{i-1}) + (n-1)L \tau_0 - \eta \nabla F_i(v_i(t_{i-1} + (n-1)L \tau_0))\), where \(F_i(v_i(t_{i-1} + (n-1)L \tau_0)) = \sum_{m \in M} s_{m,i} F_m(v_i(t_{i-1} + (n-1)L \tau_0))\).

For an FL model that can converge, the direction and modulus of \(\nabla F(\omega)\) are assumed to be close to those of \(\nabla F(\omega)\). That is, there exists \(\xi \in (0, 1)\) such that \(||\nabla F(\omega) - \eta \beta \nabla F_i(\omega)|| \leq \xi ||\nabla F(\omega)||\), where the learning rate \(\eta\) is small (typically \(10^{-3} - 10^{-6}\)) while the smoothness constant \(\beta\) is limited [8] (\(10^{-1} - 10^{-4}\) according to our experiments). We also define a training error \(\zeta\) to capture the desired loss-value gap between the FL model and the optimal model, i.e., \(F(\omega(T)) - F(\omega^*) = \zeta\).

Based on the above properties and definitions, the upper bound of the loss-value gap can be given in the following theorem.
Theorem 1. The upper bound of \( F[\omega(T)] - F(\omega^*) \) is

\[
F[\omega(T)] - F(\omega^*) \leq \frac{1}{\sum_{i=1}^{\infty} \frac{1}{N_i(1-\xi)^{i-1}}} - \frac{\rho_\omega(\zeta)}{\xi^*},
\]

where \( \kappa = \min_{i=1} \frac{1}{|\omega_i(t_{i-1}) - \omega^*|} \), and

\[
\psi_i(N_i) = \frac{\delta_i}{\beta_i} ((\eta \beta + 1) N_i - 1) - \eta \delta_i N_i, 1 \leq i \leq I, N_i \in \mathbb{Z}^+.
\]

Proof: The basic idea to derive such a bound of loss-value gap is first to analyze the loss-value gap between the auxiliary model and the optimal model. The gap between the auxiliary model and the FL model trained in the mobile edge network is then analyzed. Based on these two gaps, the bound of loss-value gap is derived. Details of proof can be found in the appendix [35].

From Eq. (15), it can be observed that: 1) The selected participants denoted by \( s_{m,i} \) determine the average gradient divergence \( \delta_i \) and further impact \( \psi_i(N_i) \) according to Eq. (16); 2) The number of local iterations \( N_i \) impacts both \( \psi_i(N_i) \) and \( \frac{\rho_\omega(\zeta)}{\xi^*} \). Moreover, although radio resource allocations \( e_{m,i}(b, k) \) do not change the convergence rate, they impact the convergence time \( T \) through data transmission time \( Q_i \).

4.2 Metric of Model Fairness

4.2.1 Fairness index for testing (FITE)

FITE aims to measure the difference of test accuracies among all devices. Considering the varying sizes of datasets possessed by devices, the fairness of a model, denoted as \( \Gamma(\omega) \), is measured by the coefficient of variation of the test accuracies on all devices, i.e.,

\[
\Gamma(\omega) = \sqrt{\frac{I}{M} \frac{a_m(\omega) - \bar{a}(\omega)}{\bar{a}(\omega)}^2 + \frac{I}{M} \frac{a_m(\omega) - \bar{a}(\omega)}{\bar{a}(\omega)}^2} - \frac{\pi(\omega)}{\pi(\omega)}
\]

(17)

where \( a_m(\omega) \) is the test accuracy on device \( m \) evaluated in the test dataset of the device; \( w_m \) is the weight of the test accuracy \( a_m(\omega) \), i.e., \( w_m = \frac{D_m}{\sum_{m \in M} D_m} \); \( \bar{a}(\omega) \) is the weighted test accuracy, i.e., \( \bar{a}(\omega) = \sum_{m \in M} w_m a_m(\omega) \). In Eq. (17), the weighted variance of test accuracy on each device is normalized by \( \bar{a}(\omega) \) to eliminate the impact from the scale of test accuracies \( \{a_1(\omega), ..., a_m(\omega)\} \). \( \Gamma(\omega) \) then represents the dispersion of the test accuracies around \( \bar{a}(\omega) \). The lower \( \Gamma(\omega) \) is, the smaller is the dispersion, i.e., the fairer the model is with parameters \( \omega \).

4.2.2 Fairness index for training (FITR)

During training, Eq. (17) is impractical to be leveraged, since devices cannot conduct testing frequently before the end of training. Hence, based on the parameters of local models in each aggregation, FITR (denoted as \( \Phi_m(i) \)) is designed to ensure fairness during training. The basic idea is to measure the gap between the parameters of the latest local model and the parameters of the up-to-date global model (the gap of parameters of two models is defined as the model gap hereinafter), and then divide such a gap by the number of historical local iterations on each device. \( \Phi_m(i) \) is thus expressed as the weighted model gap normalized by the accumulated local iterations, i.e.,

\[
\Phi_m(i) = \frac{||\text{diag}(z_{i-1})[\omega_m(t_i) - \omega(t_{i-1})]||}{G_m(i - 1)},
\]

(18)

where \( i' \) is the index of the latest interval when device \( m \) is selected, and \( z_i \) is a vector representing the importance of corresponding model parameters to the model performance, i.e., test accuracy, during training [36], \( \text{diag}(z_i) \) is a diagonal matrix, in which an element in the diagonal is \( z_i \). \( z_i \) is updated following a weighted low-pass filter, i.e.,

\[
z_i = (1 - g_1)z_{i-1} + g_1||\omega(t_i) - \omega(t_{i-1})||, 1 \leq i \leq I,
\]

(19)

where \( g_1 \) is a control parameter and \( || || \) is the operation to take the absolute value of each element in a vector to find the variation of model parameters [36]. Hence, the numerator of Eq. (18) represents the weighted gap between the local model of device \( m \) and the global model before the \( i \)-th aggregation is conducted. The denominator in Eq. (18) is the historical number of local iterations performed by device \( m \), i.e.,

\[
G_m(i) = (1 - g_2)G_m(i - 1) + g_2N_is_{m,i},
\]

(20)

which is also updated following a weighted low-pass filter with a control parameter \( g_2 \). The average FITR is further defined as the average \( \Phi_m(i) \) of all devices, i.e., \( \Phi(i) = \sum_{m \in M} \Phi_m(i) \).

FITR guides the training process to ensure fairness in an FL model, as long as devices with a larger FITR are selected with a higher probability. If a device with a major data distribution is selected, its model gap decreases, but its accumulative number of iterations increases. Hence, its index decreases, which reduces the chance of being selected again in the next interval of training and thus improves the opportunity of being selected for other devices. Meanwhile, for the devices whose data distributions are minorities, FITR can be large due to large model gaps. They are then more likely to be selected than the devices with major data distributions, and will contribute more to the aggregation of the global model. As a result, when the global model gradually converges and the average FITR \( \Phi(i) \) becomes small, the gap between the global model and each local model is small.

The relation between FITE and FITR is then revealed, which is based on the basic principles of machine learning rather than deriving an equation to establish a theoretical relation due to two reasons. First, the average FITR involves participants’ model parameters that are related to their data distribution and trajectories (determining whether a participant can be selected). However, no statistical features should be specified for the collected data and trajectories of mobile devices. Second, there exists no mathematical formula to characterize the relation between model parameters and test accuracy. Hence, relation between FITE and FITR is presented as follows.

For a global model with a small average FITR \( \Phi(i) \), it fits well with the local datasets and achieves similar test accuracies on different devices. The reason is as follows.
For a device, both of its training dataset and its test dataset are randomly sampled from the collected data, i.e., they are i.i.d, and the size of the training dataset is large enough to prevent overfitting. In this case, for a linear model, a small model gap (represented by FITR) indicates the inference results from the global model and the latest local model have only a slight difference, i.e., the test accuracies of both models are close to each other. For a non-linear model like the convolutional neural network (CNN), it can be viewed as a linear one when it approaches convergence [34]. Hence, a small gap also implies close test accuracies. Therefore, a small gap between the global model and local models (i.e., small FITR $\Phi_m(i)$) means that the test accuracy difference between devices is small (i.e., small $FITE(\omega)$).

Meanwhile, a small $FITE(\omega)$ of a converged FL model indicates that the global model has high test accuracies for all devices, which further implies the global model can accurately recognize the patterns of the test datasets of devices. Since the training dataset and the test dataset are i.i.d for each device, the patterns of the training datasets are the same as that of the test datasets. In this case, local training of the global model at each device will lead to small gradients, i.e., the update to the global model is tiny. Therefore, $FITE(\omega)$ and FITR $\Phi_m(i)$ are consistent with each other.

### 4.3 Complexity Analysis of the Joint Scheduling Problem

Based on the convergence analysis and the fairness metrics, the problem of joint scheduling for training a fair FL model in mobile edge networks can be formulated. In a mobile edge network, the cost of reserving computational resources of each mobile device and the communication cost for transmitting model parameters during training are high. Hence, the goal of the scheduling problem is to minimize the total time $T$ for achieving a converged fair FL model, by jointly determining participants $S$ (the set of $s_m,i$), the numbers of local iterations $N$, and the radio resource allocation $E$ in all intervals. This goal must take into account three constraints. The first one is the convergence of the FL model, which can be represented as a low loss-value gap between the optimal model and the FL model trained in a mobile edge network. Achieving a low loss-value gap requires the gap to be less than a threshold, e.g., $\frac{1}{2}$. By taking the reciprocal of Eq. (15), we have

$$\sum_{i=1}^{I} \left( \frac{N_i \kappa (1 - \epsilon)}{2\beta} - \frac{\rho \psi_i (N_i)}{\xi^2} \right) \geq S,$$

where $\psi_i(\cdot)$ is defined in Eq. (16). The second constraint is that the global model needs to be fair. Since fairness can be ensured by selecting the devices with high fairness indexes, we need to consider the following rule to select participants in each interval: The average fairness indexes of the selected devices are higher than that of all selectable devices whose SNRs are above a certain threshold $\gamma_0$. Such a requirement can then be expressed as

$$\sum_{m \in \mathcal{M}} s_{m,i} |D_m|^\Phi_m(i) \geq \sum_{m \in \mathcal{M}} s_{m,i} |D_m|^\Phi_m(i), 1 \leq i \leq I,$$

\(22\)
To determine $N_i$, the convergence rate in each interval needs to be maximized, so the constraints of model convergence Eq. (16) and Eq. (21) need to be considered. With the participants determined, radio resources are determined to minimize transmission time $Q_i$. Hence, the radio resource $\{c_{m,i}(b,k)|m \in M_i\}$ are determined under the constraints Eq. (6)-(8) to minimize $Q_i$.

Participant selection is a complicated combinatorial optimization problem related with the number of local iterations and radio resource allocation, but they are determined in separate steps. Therefore, deep reinforcement learning (DRL) is leveraged to provide an effective solution to complicated optimization problems [9] for PALORA. Furthermore, DRL can treat unknown parameters (such as the number of local iterations and radio resources) as part of the environment and then ensures actions (i.e., participant selection) to match the environment.

Therefore, PALORA is designed with three function blocks. A DRL based function block is designed to select participants. The information of the selected participants is then sent to the second and third function blocks to determine the number of local iterations and allocate radio resources, respectively. An FL system with PALORA is illustrated in Fig. 4, where the edge server is equipped with two modules, i.e., the FL scheduler with PALORA and the FL aggregator.

5.2 DRL Based Participant Selector (Function Block 1)

DRL selects the participants such that the constraints of fairness and convergence, i.e., Eq. (18)-(22), are satisfied.

5.2.1 DRL Model Design

In the DRL model, the state space, action space, and reward in the problem of selecting participants are designed as follows.

**State.** The state of the $i$-th interval, denoted as $s_i$, is comprised of the channel conditions at the beginning of the $i$-th interval, FITR in the previous interval, and the weighted sum of participants’ local loss values $F_{i-1}(\omega(t_{i-2}))$ (calculated via Eq. (13)) received from the aggregator at Step 4 in the previous interval, i.e., $s_i = [\{\Phi_{m}(i-1)|m \in M_i\}, \{\gamma_{m,i}|m \in M_i\}, \{F_{i-1}(\omega(t_{i-2}))\}]$.

**Action.** The action taken by the agent is the selection of participants, i.e., $a_i = [s_1, i, ..., s|M|]_i$.

**Reward.** The reward gained from applying $a_i$ to the FL aggregator can be evaluated by the rate of loss-value descent (i.e., the difference of average loss values between two intervals divided by the time cost of an interval), and also by the satisfaction of the fairness constraint Eq. (22), i.e.,

$$r_i = \frac{\alpha[F_i(\omega(t_{i-1})) - F_{i-1}(\omega(t_{i-2}))]}{t_i - t_{i-1}} + \mu[\sum_{m \in M} s_{m,i}|D_m|\Phi_{m}(i) - \sum_{m \in M} s_{m,i}|D_m|\Phi_{m}(i)]/\sum_{m \in M} s_{m,i}|D_m|,$$

where $\alpha$ and $\mu$ are weights. Such a reward is calculated starting from the second interval and $\omega(t_0)$ represent the parameters of the initial global model.

5.2.2 Pointer Network Embedded DRL

In the DRL model, the dimension of the state space varies, due to the varying number of selectable devices ($M_i$) in different intervals. Moreover, the total number of devices $M$ in the system does not have a known upper limit for training different FL models. Hence, the classical fully-connected neural network that requires a fixed-size input is no longer suitable. To address this challenge, the pointer network [10] that can deal with input data with variable sizes is adopted. It includes two recurrent neural networks (RNNs) constructed with long short term memory (LSTM) [37] units, i.e., the encoder and the decoder. Each decoder unit generates an output element selected from the input sequence to form the output sequence. More details about the pointer network are provided in the appendix [35].

We apply the pointer network in the DRL agent, as shown in Fig. 5 (marked by a blue box). The input sequence is 3-tuple state $\{\Phi_{m}(i-1), \gamma_{m,i}, F_{i-1}(\omega(t_{i-1}))\}$. Such a 3-tuple is denoted as $\chi_{m,i}$ hereinafter. The decoder returns a sequence of selected devices, which are considered as the action chosen by the pointer network.

5.2.3 Training procedure

To train the above DRL model, a training algorithm called PALORA-Train is designed. Policy gradient is adopted as the basic training method, since it can easily choose an action from a high-dimension action space. A typical policy gradient algorithm is REINFORCE [38]. To stabilize training, experience replay proposed in [39] is also utilized, where mini-batches are sampled from a pool storing previous experiences for training. To integrate experience replay with the REINFORCE algorithm, importance sampling [40] is applied to cancel the bias between the policy corresponding to the recorded experiences and the latest policy parameterized by the deep neural network.

To accelerate learning, we further design an action amender as shown in Fig. 5 (marked by a yellow box). The action from the pointer network, denoted as $a'_i$, is usually impractical when the agent is inexperienced, e.g., selecting only a few participants when there are a large number of available devices. Such experiences are useless and can slow down the training of the pointer network. To reduce the effect of bad experiences, amending the actions $a'_i$ at the beginning of DRL training can significantly speed up convergence [41], [42]. Thus, for the first time when the agent trains an FL model, the action sampled from the pointer network needs to be amended. The amending rule is designed as follows: If the selected participants are less than $\phi$ percents of the total selectable devices, the remaining devices are selected according to the descending order of SNR until enough participants are selected; On the contrary, if the selected participants are more than $\phi$, the ones with the worst SNR are unselected one by one.
The DRL model is trained in parallel with the training of the FL model. At the beginning of each interval of FL, an action is selected and applied. The reward and update state are obtained at the end of the interval. The training details are shown in Algorithm 1. The pointer network is first initialized with randomly generated parameters \( \theta \) in Line 1. Meanwhile, if the same type of model, e.g., CNN with the same architecture, is trained by PALORA-Train previously, the parameters of the previous DRL model \( \theta \) can be inherited for the initialization. The index of interval and the time are initialized in Line 2. Starting from Line 3, PALORA-Train iterates until either of the stop criteria is satisfied: 1) the change of loss value is smaller than a pre-defined threshold and the variance of fairness indexes \( \Phi_m(i) \) is smaller than a constraint; 2) The total time for training runs out. When an interval begins, the system state \( s_i \) is observed and reorganized as tuples of devices’ information, i.e., \( \{ x_{m,i} | m \in M_i \} \). They are fed into the pointer network sequentially. \( a_i \) is then sampled from the policy \( \pi(a_i | s_i, \theta) \), as shown in Line 4. If the execution time of the previous interval \( t_{i-1} \) is smaller than the time that needs action amending (denoted as \( T' \)), then \( a'_i \) is modified to \( a_i \), as shown in Line 6-14. Otherwise, \( a'_i \) is directly adopted as \( a_i \) in Line 15-16. In Line 17, the action \( a_i \) is applied to the environment including the function blocks 2 and 3, the aggregator, and the mobile devices, and then determines the reward \( r_i \) and the next system state \( s_{i+1} \) at the end of the \( i \)-th interval. In Line 18-19, the behavioral likelihood \( H_i \) is then calculated, and then is stored together with the state, the action, and the reward, as an experience in the experience pool. In Line 20-21, the pointer network is updated as follows. First, the REINFORCE stochastic gradient \( g \) is calculated as
\[
g = \frac{1}{|R|} \sum_{(s_i, a_i, r_i, s_{i+1}) \in R} r_i \frac{\pi(a_i | s_i, \theta)}{H_i} \nabla_{\theta} \log \pi(a_i | s_i, \theta),
\]
where \( R \) is the experience pool and \(|R| \) is the pool size. Second, the parameters \( \theta \) are then updated with \( g \). In Line 22, the index of the \( i \)-th interval and the time \( t_i \) are updated. The complexity of this function block is \( o(EH) \), where \( E \) and \( H \) are the dimensions of the embedding layer and the hidden layer of the pointer network, respectively.

### 5.3 Estimator of Local-Iteration Number (Function Block 2)

In function block 2, we aim to find the proper \( N_i \) that minimizes the loss-value gap. According to Eq. (1), given the selected participants, \( \{ m \} \), \( \eta \beta \) and \( \eta \beta + 1 \) are then determined, which are denoted as \( A_1, B_1 \), and \( C_1 \) in the following statement, respectively. The convergence rate then becomes
\[
F(\omega(T)) - F(\omega^*) \leq \frac{1}{\sum_{i=1}^{N_i} [A_1 N_i - B_1 (C_1^{N_i - 1}) - 1]},
\]
The high convergence rate can be achieved by maximizing \( A_1 N_i - B_1 (C_1^{N_i - 1}) \). Since \( C_1 \) is larger than 1, the corresponding \( N_i \) can be directly determined, if the values of \( A_1, B_1 \), and \( C_1 \) are known. \( A_1, B_1 \), and \( C_1 \) are related to \( \beta \) (\( \beta \)-smooth), \( \eta \) (learning rate), \( \delta \) (the average gradient divergence), \( \rho \) (\( \rho \)-Lipschitz), \( \zeta \) (the desired loss-value gap between the FL model and the optimal model), and two constants in the upper bound of the loss-value gap, i.e., \( \kappa \) and \( \xi \). Among them, \( \eta \) is given. \( \kappa \) and \( \xi \) depend on the final model parameters upon completion of training, and \( \xi \) involves \( \nabla F(\omega(t_i)) \) that cannot be obtained online (e.g., the gradients of all devices including the ones that are not selected). Hence, they cannot be determined before or during training. Instead, they are treated as hyper-parameters and tuned via experiments.

\( \rho \), \( \beta \), and \( \delta \) are related to loss functions, but they can be estimated during training. The estimation method is illustrated below. The basic idea of estimating \( \rho \) and \( \beta \) is to keep sampling model parameters \( \omega \) and updating the maximal estimates of \( \rho \) and \( \beta \) in each interval for approaching true \( \rho \) and \( \beta \). The estimation is conducted following Eq. (10) and Eq. (11). More specifically, in the \( i \)-th interval, the participants conduct local training to obtain \( \omega_m(i) \) (Step 2), and then calculate \( \rho_m,i = \frac{\| F_m(\omega(t_i)) - F_m(\omega_m(i)) \|}{\| F_m(\omega(t_i)) - F_m(\omega(t_i-1)) \|} \) and \( \beta_m,i = \frac{\| F_m(\omega(t_i)) - F_m(\omega_m(i)) \|}{\| F_m(\omega(t_i-1)) - F_m(\omega(t_i)) \|} \). Both \( \rho_m,i \) and \( \beta_m,i \) are transmitted back to the scheduler at the edge server in Step 3. The scheduler then takes the largest \( \rho_m,i \) and \( \beta_m,i \) as \( \rho \) and \( \beta \), respectively. At the beginning of training, the gap between the estimated values of \( \rho \) and \( \beta \) and the true values can be large. However, the difference quickly diminishes and its impact on the result of \( N_i \) is limited, as confirmed by our experiments.

**Algorithm 1 PALORA-Train**

1. Initialize pointer network with parameters \( \theta \) and indicate the aggregator to initialize the parameters \( \omega \) of the global model;
2. \( i \leftarrow 1, t_0 \leftarrow 0; \)
3. while the stop criteria of FL are not satisfied do
4.   Sample action \( a'_i \) from the policy \( \pi(a_i | s_i, \theta) \) represented by the pointer network and obtain corresponding \( \{ s_{m,i} \} \);
5.   if \( t_{i-1} \) is less than the time for action amending \( T' \) then
6.     if \( \sum_{m \in M_i} s_{m,i} < \phi | M_i \) then
7.       while \( \sum_{m \in M_i} s_{m,i} < \phi | M_i \) do
8.         Find the device \( m \in \{ m|m \in M_i, s_{m,i} = 0 \} \) with the maximum \( \gamma_{m,i} \);
9.         \( s_{m,i} \leftarrow 1; \)
10.  else
11.     while \( \sum_{m \in M_i} s_{m,i} > \phi | M_i \) do
12.       Find the device \( m \in \{ m|m \in M_i, s_{m,i} = 1 \} \) with the minimum \( \gamma_{m,i} \);
13.       \( s_{m,i} \leftarrow 0; \)
14.     end
15.     end
16.   end
17.   Apply \( a_i \) in the environment, obtain \( N_i \) and \( Q_i \) from function blocks 2 and 3 respectively, and calculate \( r_i \) via Eq. (23) and \( s_{i+1}; \)
18.   Calculate behavioral likelihood \( H_i \leftarrow \log \pi(a_i | s_i, \theta); \)
19.   Store experience \( (s_i, a_i, r_i, H_i) \) in \( R_i \);
20.  Calculate gradient \( g \) from Eq. (24);
21.  Update \( \theta \) with gradient \( g \) using Adam optimizer;
22. \( i \leftarrow i + 1, t_i \leftarrow t_{i-1} + EN_i t_0 + Q_i t_0; \)

---
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Similarly, $\delta_i$ is estimated in each interval. The scheduler first calculates $\nabla F_m(\omega_m(t_i)) = \frac{\omega_m(t_i) - \omega_m(t_{i-1})}{\eta}$ based on the local models received in the $i$-th interval and the global model in the $(i - 1)$-th interval. $\nabla F_i(\omega(t_i))$ is then calculated based on the global model in two intervals, i.e., $\nabla F_i(\omega(t_i)) = \frac{\omega(t_i) - \omega(t_{i-1})}{\eta}$. Afterwards, $\delta_{m,i}$ is approximated by taking the equality of Eq. (12), i.e., $\delta_{m,i} = ||\nabla F_m(\omega) - \nabla F_i(\omega)||$. $\delta_i$ can then be calculated according to Eq. (14).

With the calculation above, $\rho$, $\beta$, $\delta_i$ can be obtained in the $i$-th interval. They are applied in the $(i + 1)$-th interval for determining the number of local iterations. The complexity of the second function block is $o(1)$.

### 5.4 Radio Resource Allocator (Function Block 3)

The function block 3 aims to allocate the RBs to the selected participants within the reserved subchannels for federated learning, so as to minimize the transmission time in an interval. More specifically, given the SNRs of participants $\gamma_{m,i}$, the target is to minimize the finish time of the last participant $Q_i$ by determining $\{e_{m,i}(b,k)\}$, under the constraints given in Eq. (6)-(8).

This combinatorial problem can be solved with polynomial time, as explained below. Considering that: 1) the SNRs of participants within an interval remain invariable; 2) the frequency selectivity can be neglected thanks to a small number of subchannels, the data transmission amount via any RB is the same. Thus, the resource allocation problem can be solved simply by a breadth-first search (BFS) based algorithm. More specifically, given a participant, the required number of RBs is calculated following the same rule as Eq. (7). Next, starting from the first slot, available RBs with the smallest slot index are sought and allocated until the first participant gets sufficient RBs. For example, RB indexes are indexed, as shown in Fig. 1. Starting from the first RB, 11 continuous RBs are allocated to Participant 1. The RB allocation result $\{e_{m,i}(b,k)\}$ is then updated. Afterwards, starting from the allocable RB with the smallest index, i.e., 12, RBs with continuous indexes are allocated to Participant 2. The same procedure is also conducted for the remaining participants. With such a BFS based algorithm (with breadth denoting the RBs of all subchannels in a given time slot), the RBs of all the sub-channels in a time slot are allocated first to participants and then the next time slot is considered. Therefore, when the number of RBs for all participants are allocated, the total transmission time required by all these participants is minimized. The complexity is the same as BFS, i.e., $o(n)$, where $n$ is the number of selected participants.

**Fig. 6. The process of Function Block 3.**

**Fig. 7. The geographical distributions of vehicles and the edge server.**

### 6 PERFORMANCE EVALUATION

#### 6.1 Simulation Settings

**Platform Setup.** Simulations are conducted on a workstation (CPU: Intel i9-10900K @5.1GHz; RAM: 64 GB DDR4 3200 MHz; GPU: NVIDIA GeForce RTX 3090 with CUDA version 11.1; OS: Manjaro 20.2 with Linux kernel version 5.9). The simulator is composed of three parts: 1) the FL part that instantiates FL clients for training and aggregate local models, 2) the scheduler of PALORA, and 3) the environment that represents channel conditions. For the FL part, we utilize the FedML framework [43], which supports to instantiate FL clients with given datasets and opens the API for a customized scheduler. For the scheduler, we leverage the PyTorch library (version 1.1.0) to build the DRL model and the embedded pointer network. The environment is built using Python 3.8.

**Dataset Description.** The datasets utilized in the simulator can be classified into two types: 1) the datasets for representing locations of mobile devices and an edge server in the environment, and 2) the datasets for training FL models in the FL part. For the first type, we further adopt two datasets: 1) the locations of 46050 base stations in Chengdu City, and 2) the trajectories of Didi expresses in Chengdu City. Among all base stations, we select the one located at 30.658° N and 104.082° E as the edge server to provide service. We also choose the vehicles within the area around the edge server (30.655° N - 30.660° N and 104.076° E - 104.086° E, which covers a 500 m × 800 m area of a crossroad). The area of moving vehicles (blue dots show the vehicle in a slot) and the location of the edge server are shown in Fig. 7. From the map, it can be observed that most of the vehicles move around the edge server. For the second type of datasets, we adopt public datasets, including Federated EMNIST (671,585 data samples) and MNIST (61,664 data samples) that are adopted in FedML.

**System Setup.** Typical ML models are considered for FL training, i.e., a support vector machine (SVM) and a logistic regression (LR). Moreover, a two-layer convolutional neural network (CNN) is also adopted to evaluate the performance of PALORA for the model with non-convex loss functions. The file sizes of recording their model parameters are 31 KB, 31 KB, and 4.7 MB, respectively. Their computational resources required for a local iteration on local datasets are 0.2 GFLOP, 0.4 GFLOP, and 16 GFLOP respectively.
The hyper-parameters in PALORA are listed as follows. In PALORA-Train of the first function block, the learning rate of the DRL model is 0.01; The weights of the reward function are α = 10000 and μ = 10; The slots for action amender T is 36,000; The size of the memory pool |R| is 16. The control parameters of fairness indexes are g1 = 0.1 and g2 = 0.1. The threshold of loss value is 0.6, 1.9, and 0.6 for SVM, LR, and CNN, respectively. The variance constraint of Φm(i) is 0.5, 0.7, and 0.6 for SVM, LR, and CNN, respectively. The parameters in the second function blocks are set as follows: η = 0.0006, κ = 12, ζ = 0.5, ξ = 0.7 for SVM, η = 0.003, κ = 10, ζ = 1.7, ξ = 0.7 for LR, and η = 0.03, κ = 30, ζ = 0.2, ξ = 0.7 for CNN.

The transmission of model parameters from devices to the BS is measured from 5G networks with the carrier frequency of 2.6 GHz, the subchannel bandwidth of 60 KHz, the slot of 0.5 ms, and the frame of 10 ms. The urban macro (UMa) channel model [44] is utilized for deriving the SNR ratios according to the distance between BS and devices. The transmission power is set to 23 dBm [45], the noise density is -174 dBm/Hz, and the pack loss rate p is set to 10−4. To facilitate performance comparison, we set the number of subchannels and computational resources according to the ML models: 1) 2 subchannels, 2 subchannels, and 20 subchannels for SVM, LR, and CNN, respectively; 2) 0.2 TFLOPS, 0.4 TFLOPS, and 16 TFLOPS for SVM, LR, and CNN, respectively. In such a setup, the number of slots for a local iteration L is 2.

**Evaluation Metrics.** The target of this paper is to minimize the training time while achieving the same level of test accuracy as benchmark schemes, since the process of federated learning is costly. To evaluate the training time of each scheme, the time to reach the thresholds of both loss value and the variance of FITR is first measured. Six more metrics are also adopted to represent the whole training process: 1) the loss value of the DRL model; 2) the time cost for training an FL model; 3) the global loss value of the FL model; 4) the average test accuracy for all devices; 5) the variance of FITR Φm(i); 6) the FITE Γ(ω); and 7) the communication cost, i.e., the accumulated number of transmissions of model parameters to the aggregator for training an FL model. The first two metrics measure the convergence of the trained FL model. The third and the fourth metrics indicate the fairness of the FL model. The fifth metric represents the cost for data transmissions.

**Benchmark Approaches.** We compare PALORA with the following approaches: 1) PALORA with the first term in the reward function set to zero, i.e., α = 0 (denoted as WoL); 2) PALORA with the second term in the reward function set to zero, i.e., μ = 0 (denoted as WoF); 3) PALORA with fixed local iteration number (denoted as FLI); 4) PALORA with fixed bandwidth for each participant (denoted as FR); 5) PALORA with the action amenders removed (denoted as AAR); 6) the method in [15], [19], i.e., participants are selected and allocated with sufficient radio resources for transmissions according to the descending order of SNRs, and the number of local iterations is fixed for all intervals (denoted as DSR); 7) the method in [20], i.e., participants are selected in a round-robin manner, allocated with sufficient radio resources for transmissions, and set for a fixed number of local iteration for all intervals (denoted as RR); 8) the method in [13], [14], i.e., participants are selected according to the descending order of local loss values, and they are allocated with sufficient radio resources for transmissions and set with a fixed local-iteration number (denoted as LV); 9) the method in [16], [17], i.e., all devices are selected as participants and set with a fixed number of local iteration obtained from analysis (denoted as ALA); 10) randomly selecting participants (denoted as Rand). Approaches 1-5 are the variants of PALORA with the function blocks modified, and the others are existing methods. The numbers of local iterations in approach 6-9 are set to 10, which is corresponding to the setting in their simulations. The number of local iteration for approach 10 is also set to 10.

### 6.2 Simulation Results

The simulation results are organized into four parts: 1) the effectiveness of the DRL model and PALORA-Train, 2) the comparison between PALORA and its variants on SVM to validate each function block, 3) the comparison between PALORA and existing approaches on SVM, and 4) the evaluation on two other models, i.e., LR and CNN.

**6.2.1 The performance of the DRL model and PALORA-Train**

The DRL model and PALORA-Train in the first function block learn to adaptively select participants according to states of devices and wireless channels. To justify their effectiveness, 5 SVM models are trained in the environment that contains device trajectories in 5 continuous days, respectively. The parameters θ in PALORA-Train are inherited from the training of the previous SVM model when a new SVM model is trained. The loss value of the DRL model and time cost for training 5 SVM models are recorded. According to the loss value in Fig. 8, the DRL model quickly converges during the training of the first SVM model, which indicates that PALORA can quickly find the policy to select participants without wasting too much time and resources. Based on the knowledge learned from the first SVM model, the converge time is much shortened when comes to the second SVM model, and is even negligible for training the following three SVM models. As a result, the training time cost of a latter SVM model decreases compared to the previous one, as shown in Fig. 9, especially the second SVM model. Such a feature further enables PALORA to improve its participant selection policy from training models to reduce training time.
6.2.2 The comparisons with variants of PALORA

The performance of PALORA and its variants on the 5th SVM model is shown in Fig. 10. From the loss value recorded in Fig. 10(a) and the average FITR in Fig. 10(b), it can be observed that PALORA is the fastest to achieve both convergence and fairness among all approaches at around 18,000 slots. With a much smaller training time cost, the test accuracy of PALORA is even higher than benchmark approaches according to Table 2. In contrast, by setting the first term in the reward function to zero, WoL has a higher loss value and thus a 5% lower test accuracy than PALORA, as shown in Table 2. This result justifies the effectiveness of the first term, which represents the descent speed of loss value in an interval. Meanwhile, by setting the second term that focuses on fairness to zero, i.e., the fairness metric FITR is not considered for participant selection, WoF cannot complete training within the given training time, since the threshold of model fairness is not reached.

From Fig. 10(a) and Fig. 10(b), it is also obvious that, compared with PALORA, additional 12,000 slots are required by FLI to complete training. This result verifies that improper numbers of local iterations slow down convergence. As for FR, it cannot complete training, which is resulted from the long transmission time in each interval, so that fewer aggregations can be conducted than other approaches within the same duration. Moreover, AAR also cannot complete training because it cannot satisfy the fairness requirement. This result shows the action amender improves the convergence of the FL model, by enhancing the training of the DRL model.

By comparing Fig. 10(b) and Fig. 10(c), it can be found that the results of average FITR ($\Phi(i)$) agree with the results about FITE, i.e., the methods with low average FITR also have low FITE. Such a correspondence validates the equivalence between FITR and FITE, and the effectiveness of selecting devices with high FITR to enhance model fairness. Hence, by maintaining the lowest average FITR, the FL model trained by PALORA is also the fairest. Furthermore,
from the accumulative number of transmissions shown in Fig. 10(d), it can be observed that lower time cost for training also results in smaller communication cost. For instance, PALORA only requires 2,000 transmissions in the first training period, which is around half of those required by AAR and WoF.

6.2.3 The comparisons with existing approaches

The performance of PALORA is also compared with the existing approaches, which is shown in Fig. 11. From Fig. 11(a) and Fig. 11(b), it can be observed that, given the convergence thresholds where PALORA can quickly complete training, the existing approaches cannot reach the thresholds. Meanwhile, PALORA results in the fairest FL model, as shown in Fig. 11(c), causes the least communication cost, as shown in Fig. 11(d), and the highest test accuracy, as shown in Table 3. These results demonstrate PALORA’s superiority, without which the performance deteriorates. For example, simply relying on SNR (DSNR) may result in a repetitive selection of devices with high SNR. With the resulting unfairness, the FL algorithm cannot converge within the given time period. Moreover, the devices with high loss values selected by LV can have low SNR, so the transmission time in each interval can be large, which results in a small number of aggregations within a given time period. Thus, LV fails to complete training in both periods. Similarly, for the method that selects all devices, i.e., ALA, the devices with low SNR can not be avoided. Hence, ALA cannot complete training, even with a fine-tuned number of local iterations.

6.2.4 The performance on LR and CNN

The performance of PALORA and all benchmark approaches are tested on LR and CNN. The results are summarized in Table 4 and 5, respectively. The results similar to those on SVM are observed: For both LR and CNN, PALORA takes the least time and transmits the least amount of data for completing training compared with all the other approaches. Meanwhile, the model trained by PALORA is also the fairest according to the results of FITE. Such a result justifies the effectiveness of PALORA on typical ML models. The effectiveness on CNN further demonstrates that PALORA is can be applied for non-linear models.

7 Discussion

This paper considered the scenario with only one edge server. However, mobile devices outside the service range of an edge server can also need to train an FL model. In this case, multiple edge servers need to be involved. Hierarchical FL frameworks [46], [47] can then be adopted, with the devices at the bottom layer, edge servers at the middle layer, and the cloud (or a selected edge server) at the top layer. Each edge server utilizes PALORA to train an FL model with the devices within its service range. The edge servers are further considered as the clients for the cloud server where the models aggregated by the edge servers are further aggregated into a global model.

To implement the hierarchical FL framework, two issues need to be considered. First, the timestamps for the edge servers to transmit their models can be different. Therefore, synchronized FL algorithms cannot be adopted at the cloud server. In this case, the asynchronous FL [48], [49] scheme can be adopted, where the transmissions are not required to be simultaneous. Second, devices can move from the service range of one edge server to another during the training process. As a result, these devices cannot upload their model parameters to the previous edge server. To address this issue, device mobility in the near future can be predicted by methods like trajectory prediction [50]. Based on the prediction, these devices with high probabilities of leaving or entering the service range of one edge server within an interval are not selected as participants.

In PALORA, FederatedAverage is adopted as the algorithm for training FL models, because FederatedAverage is widely-adopted in existing platforms like FedML [43]. There also exist other FL algorithms like FederatedSGD [2], FedProx [51], and SCAFFOLD [52]. They all follow the 4-step FL procedure, but do not involve the adjustment of the number of local iterations in each interval. PALORA is also valid for these FL algorithms by simplifying the second function block to return a fixed number of local iterations.

8 Conclusion

In this paper, the problem of training a fair FL model in mobile edge networks was studied. The system model of an FL model trained in mobile edge networks was first built. Based on this model, the criteria of model convergence were analyzed. It was found that the participant selection, the number of local iterations, and the radio resource allocation jointly impact the FL training process. Two metrics for measuring model fairness during training and testing, i.e., FITE and FITR, were designed. Then the joint scheduling problem for training a fair FL model was formulated. By leveraging the theoretical results from the joint scheduling problem, a practical iterative scheduling scheme called PALORA was designed with three function blocks: 1) a pointer-network embedded DRL method to select participants, 2) an estimation method to determine the numbers of local iterations, and 3) a BFS based radio-resource allocation algorithm. Extensive trace-driven simulations validated the effectiveness of PALORA with respect to loss value, test accuracy, model fairness, and cost of parameter transmission.
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TABLE 4
Simulation Results on LR

<table>
<thead>
<tr>
<th>PALORA</th>
<th>WoL</th>
<th>WoF</th>
<th>FLI</th>
<th>FR</th>
<th>AAR</th>
<th>DSNR</th>
<th>RR</th>
<th>LV</th>
<th>ALA</th>
<th>Rand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Time (slots)</td>
<td>5400</td>
<td>6084</td>
<td>12780</td>
<td>13200</td>
<td>17936</td>
<td>10464</td>
<td>9016</td>
<td>11032</td>
<td>13612</td>
<td>8428</td>
</tr>
<tr>
<td>Loss Value</td>
<td>1.68</td>
<td>1.90</td>
<td>1.86</td>
<td>1.82</td>
<td>1.79</td>
<td>1.81</td>
<td>1.82</td>
<td>1.83</td>
<td>1.88</td>
<td>1.87</td>
</tr>
<tr>
<td>Test Accuracy</td>
<td>0.82</td>
<td>0.78</td>
<td>0.83</td>
<td>0.80</td>
<td>0.79</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>Average HITR Φm(t)</td>
<td>0.125</td>
<td>0.146</td>
<td>0.161</td>
<td>0.147</td>
<td>0.146</td>
<td>0.147</td>
<td>0.138</td>
<td>0.143</td>
<td>0.145</td>
<td>0.134</td>
</tr>
<tr>
<td>HITR T(ω)</td>
<td>0.051</td>
<td>0.169</td>
<td>0.174</td>
<td>0.144</td>
<td>0.161</td>
<td>0.171</td>
<td>0.148</td>
<td>0.138</td>
<td>0.163</td>
<td>0.101</td>
</tr>
<tr>
<td>Communication Cost</td>
<td>535</td>
<td>617</td>
<td>1315</td>
<td>136</td>
<td>1252</td>
<td>1274</td>
<td>1351</td>
<td>1414</td>
<td>1370</td>
<td>1417</td>
</tr>
</tbody>
</table>

TABLE 5
Simulation Results on CNN

<table>
<thead>
<tr>
<th>PALORA</th>
<th>WoL</th>
<th>WoF</th>
<th>FLI</th>
<th>FR</th>
<th>AAR</th>
<th>DSNR</th>
<th>RR</th>
<th>LV</th>
<th>ALA</th>
<th>Rand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Time (slots)</td>
<td>696</td>
<td>12548</td>
<td>11444</td>
<td>16548</td>
<td>17312</td>
<td>12660</td>
<td>10960</td>
<td>12980</td>
<td>11636</td>
<td>15408</td>
</tr>
<tr>
<td>Loss Value</td>
<td>0.51</td>
<td>0.54</td>
<td>0.50</td>
<td>0.51</td>
<td>0.52</td>
<td>0.51</td>
<td>0.84</td>
<td>0.84</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>Test Accuracy</td>
<td>0.86</td>
<td>0.81</td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.84</td>
<td>0.84</td>
<td>0.83</td>
<td>0.74</td>
</tr>
<tr>
<td>Average HITR Φm(t)</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.50</td>
<td>0.50</td>
<td>0.3</td>
<td>0.49</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>HITR T(ω)</td>
<td>0.051</td>
<td>0.169</td>
<td>0.174</td>
<td>0.144</td>
<td>0.161</td>
<td>0.171</td>
<td>0.148</td>
<td>0.138</td>
<td>0.163</td>
<td>0.101</td>
</tr>
<tr>
<td>Communication Cost</td>
<td>701</td>
<td>1290</td>
<td>1208</td>
<td>1760</td>
<td>1204</td>
<td>1294</td>
<td>1619</td>
<td>1615</td>
<td>1226</td>
<td>2542</td>
</tr>
</tbody>
</table>


